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Driving Forces of CloudCampus Network Automation: 
Reducing OPEX and Converging Multiple Networks

Improve the deployment efficiency of Underlay devices
ZTP deployment, implementing device plug-and-play

Flexibly define network policies
Free mobility and software-defined network policies based on AC 1.0

Shorten the deployment period of new services
Software-defined virtual network based on AC 3.0

Command configurations 

on devices one by one

Device plug-and-play

Underlay automation

Static preconfiguration

using commands

Centralized deployment 

on the controller GUI

IP-based and location-

related CLI configuration

User group-based and 

location-irrelevant GUI 

configuration on AC 1.0

Undelay
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VLAN+VxLAN

PoliciesBandwidth

policy

QoS

policy

Access

policy

VN

policy é
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VXLAN: Overlay Technology for Automated Campus Networks

VLAN

Virtualization based on VLAN Virtualization based on VXLAN

VLAN vs. VXLAN

VLAN VXLAN Benefits

Layer 2 VNs
Layer 2 and Layer 3 

virtual networks

Spans across 

Layer 3 networks

4094 tenants 16 million tenants
Increases the 

number of VNs

No reserved bit 24 reserved bits
Identifies user 

groups

Underlay

Overlay

VXLAN-based

unified virtual fabric (UVF)

Production

VN

R&D

VN
éé

VXLAN advantages

¸ Low construction requirements 

¸ Easy automation

¸ Highly standard

Benefits ArchitectureOverview Scenario



CloudCampus Architecture and Highlights

Benefits ArchitectureOverview Scenario

¸ Innovative application: 20+ types of innovative applications used by 30+ partners 

¸ Mutual connectivity: Connected with peer vendors and third-party devices based 

on standard protocols

Open Agile Campus ecosystem

¸ Network-wide data collection: 1:1 NetStream traffic collection based on ENP chip

¸ Intelligent threat detection: Advanced threat detection based on AI algorithm, 

decreasing MTTD by 90%

¸ Collaborative network protection: Network-wide real time threat block and lateral 

threat spreading prevention, decreasing MTTD by 90%

Secure campus network

¸ Intelligent O&M: Visualized wireless service management provided by 

CampusInsight, enabling fault prediction.

¸ Quality perception: Providing real-time packet loss monitoring based on the 

packet conservation algorithm for Internet (iPCA)

Intelligent campus network O&M

¸ Policy automation: Free mobility and consistent network-wide services

¸ Virtual network automation: Campus network virtualization implemented by UVF 

and deployed automatically through AC 3.0

¸ Physical network automation: ZTP realizing plug-and-play devices

Simplified campus network deployment

¸ Full-covering Wi-Fi: Quality-guaranteed Wi-Fi in high-density, traffic burst, and IoT 

scenarios

¸ Multi-GE access: Zero cable reconstruction, 10-fold bandwidth upgrade and 

investment protection

Ultra-broadband campus network architecture

Full-Scenario High-

Density WLAN

Converged IoT&Wi-Fi Smart antennas & 

2.5GE/5GE AP

Physical Network (Underlay)

Application 

Layer

Management

Layer

Network

Layer

Virtual Network (Overlay)

Virtual office 

network

Virtual IoT

network

Virtual R&D

network

Automation Engine

Intelligent Engine

Analytics Engine 

ÅNetwork deployment  

ÅService control

ÅNetwork visualization

ÅSecurity Threat Analysis

ÅFault locating and self-healing

TelemetryNETCONF/YANG NetStreamSNMP

API

ESL e-Schoolbag Asset management éSports activities



Network layers of the Cloud Campus solution (VXLAN virtual campus network)

Overlay Network (Virtual Network)

Underlay Network (Physical Network)

Fabric

Border

Edge

Edge Access

Access

Virtual Network 1 Virtual Network 2 Virtual Network 3

A physical topology that established by physical network

devices.

Provide interconnection and interworking capabilities for

all services on the campus network.

It is the basic bearer network for service data forwarding.

Uses virtualization technologies to construct a fully

interconnected logical topology based on any physical

Underlay topology.

The service network is created on the Fabric to

decouple the service network from the physical network.

On the fabric, multiple virtual networks can be created

based on service requirements to implement service

isolation.

Benefits ArchitectureOverview Scenario
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What is Campus Fabric

A traditional physical network 

Å multiple layers

Å multiple topologies (tree, ring, mesh, etc.). 

Core

Router

Physical network

Laptop PC Pad            Printer

WLAN AC
εOptional ζCore

Aggre
gation

Access

L3

L2

DMZ

Ὸחᵸ

CSS

CSS CSS

10-100

101-200

192.168

.1.1
192.168

.1.100

Campus Fabric is a network resource pool after the abstraction of 

physical network devices. The resource pool contains several parts: 

Å Overlay network resources pool for client access

Å IP section pool for client access

Å VLAN id pool for client access

Å Access point pool for client access̔(Switch port or SSID)

You can use these resource pool to create multiple virtual networks

Fabric

Physical network

Overlay 

network
IP section 

pool

VLAN id 

pool

Access 

point pool

Laptop PC Pad           Printer

Overlay 
network

Access pointVLANIP

Benefits ArchitectureOverview Scenario
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What is Overlay

Overlay is a virtual network technology with the following 

features̔

Å Based on a physical network.

Å Using tunnel technology to construct a flat logical network 

structure.

Å Logical network with independent forwarding and control 

planes.

Physical network(Underlay)

Overlay network

Overlay forword plane
Tunnel encapsulation

Overlay Control Plane

Border
Edge Extended Access

SD-Campusôs Overlay̔

Å Control plane:BGP-EVPN.

Å Forwarding plane:VxLAN.

Physical network(Underlay)

SD-Campus Overlay

VxLAN

BGP-EVPN

Border
Edge Extended Access

Benefits ArchitectureOverview Scenario
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What is VN

VN is virtual network. VN is created on 

the basis of Fabric. VN has all the 

features of the network, including̔

Å Each VN has access point̔

Å Wired client: The physical port of the access switch acts as 

access point.

Å Wireless client: SSID as access point.

Å Each VN has one or more L2 broadcast domains: VxLAN's

VNI as the VN's L2 broadcast domain identifier.

Å Each VN has an L3 routing domain: VRF as the L3 routing 

domain ID of the VN.

10-100

101-200

192.168

.1.1

192.168

.1.100

Physical network

VN-

Develo

per

VN-

HR

VN-

Mark

eting

Fabric

VN is created on the basis of Fabric

Border

Edge Extended Access

Overlay 
network

Access pointVLANIP

Benefits ArchitectureOverview Scenario



CloudCampus Architecture Overview
Network devices

¸Firewall node: to be deployed when L4-L7 advanced security

policies are required.

¸Route node: through which the campus network traffic can be

forwarded to the DC or Internet, can be also used as a FW node.

¸Border node: Layer 3 gateway, which is used for Layer 3

forwarding between the fabric and a 3rd network.

¸Edge node: VXLAN gateway of users. It can be a Layer 2

gateway or a Layer 3 gateway. Traffic of access users enters the

VXLAN network through this node.

¸Transparent node: Node implementing transparent transmission

on the fabric, which is fabric-unaware.

¸Access node (wired): Connect the wired terminals to the

network. An access node can be an edge node at the same time.

¸Access node (wireless): Connect the wireless terminals to the

network.

Campus

Insight
NCE-Campus CIS

Route node

Firewall node

Fabric Domain

(VXLAN)

Fabric border 

node

Fabric 

transparent

Node

Fabric edge 

node

Access node 

(wired)

Access node 

(wireless)

Access domain

Benefits ArchitectureOverview Scenario



Scenarios of CloudCampus Solution

¸ All Huawei devices

¸ Core-to-Access VXLAN

¸ Price insensitive

¸ < 512 Switch Node

VXLAN

¸ Reuse access devices

¸ Core-to-Aggregation VXLAN

¸ Price sensitive

¸ >= 512 Switch Node

VXLAN

¸ Multiple campuses

¸ Each branch is a separate

VxLAN forwarding domain

Border

Edge

Switches donôt support VXLAN

Edge

Border

Access

VLAN

Benefits ArchitectureOverview Scenario

Scenario1σAll-VXLAN

Scenario2σVXLAN-VLAN hybrid 

Scenario3σMultiple Campuses

VLAN

VXLAN with tag

Multiple Campuses Multi-campus interconnection Campus-branch interconnection

VXLAN with tagBorder Border

Edge

Edge

Edge

Border

VXLANVXLAN
VXLAN Edge

Access



Content

Overview of CloudCampus Network Automation

Underlay Network Design

Overlay Network Design



Introduction to underlay network

Overlay Network (Virtual Network)

Underlay Network (Physical Network)

Fabric

Border

Edge

Edge Access

Access

Virtual Network 1 Virtual Network 2 Virtual Network 3

A physical topology that established by physical network

devices.

Provide interconnection and interworking capabilities for

all services on the campus network.

It is the basic bearer network for service data forwarding.

Topology 

Design

Routing 

Design
Overview

Underlay 

Automation

Egress 

Design



Underlay Network topology design overview

Topology 

Design

Routing 

Design
Overview

Underlay 

Automation

Egress 

Design

Topology Design Principles

Overall design

ÅTree networking

ÅReliability:

ÅNode reliability: CSS and iStack

ÅLink reliability: Eth-Trunk

Hierarchical network design

Å2-tier network: A campus involving a single building, 

usually with a two-tier edifice, requires only access and 

aggregation layer. 

Å3-tier network: multi-building scenarios

VXLAN design

ÅCost-sensitive customers: VXLAN-VLAN hybrid scenario

ÅCost-insensitive customers: all-VXLAN scenario
iStack/CSS Link

Egress Area

Core Layer

Aggregation Layer

Access Layer

Terminal Layer

Internet WAN

O & MDataCenter



Fabric Nodes Design Principles

Topology 

Design

Routing 

Design
Overview

Underlay 

Automation

Egress 

Design

Fabric Domain

(VXLAN)

Core

Aggregation

Access

Egress

CSS/iStack

Policy 

association

Border Node (CSS/iStack or single switch, CSS is recommended)

¸ A large capacity switch(e.g. S12700) is recommended.

¸ A border node equipped with ENP cards can be connected to an edge 

node through Eth-Trunk. 

Edge Node (CSS/iStack or single switch, CSS/iStack is recommended)

¸ A large capacity switch(e.g. S7700 or S6700) is recommended.

¸ Eth-Trunk is recommended when connecting Edge and Access.

¸ The number of Edge less than or equal to 64 is recommended.

¸ Eth-Trunk interfaces are used for interconnecting core and aggregation 

switches, aggregation and access switches.

Access Node

¸ A maximum of 10,000 devices (including access switches and APs) can 

be deployed.

¸ Wired access node: Each node can be a stack (number < 5) or a single 

switch. A maximum of two layers of access switches are supported.

¸ Wireless access node: Fit AP.

Border

Edge Edge Edge

L2

L3



Why we need Policy Association

Topology 

Design

Routing 

Design
Overview

Underlay 

Automation

Egress 

Design

traditional networks Without Policy Association Policy Association

ÅNAC is configured at the access layer.

ÅIf the number of access devices is large, configuration will be

complex and O&M will be difficult.

ÅThe large number of access devices increase the pressure on the

AAA servers.

ÅUsers have to access the network at fixed positions.

So many authentication control and execution points 

Authentication control point Authentication execution point 

ÅMoving the authentication point from the access layer to the

aggregation or core layer.

ÅThis reduces the number of authentication points, simplifies

access device configurations.

ÅAuthentication execution point: execute access policies.

ÅAuthentication control point: authenticate users and control

access policies.

Centralized 

authentication control

Authentication 

execution point 

Capwap Tunnel



Fabric Nodes Design Principles (authentication point)

Topology 

Design

Routing 

Design
Overview

Underlay 

Automation

Egress 

Design

Fabric Domain

(VXLAN)

Core

Aggregation

Access

Egress

CSS/iStack

¸ Control points and execute points use control and

provisioning of wireless access point (CAPWAP) tunnels to

establish connections.

¸ CAPWAP tunnels are used to complete user association,

transmit messages, deliver user authorization policies, and

synchronize user information.

¸ After policy association is configured, execute points can

transparently transmit BPDUs and report user logoff and

user access positions in real time. In addition, the Control

points requests execute points to enforce user access

policies, thus controlling user access to the network.

Border

Edge Edge Edge

Access Access

Authentication control point Authentication execution point Capwap Tunnel



Underlay Routing Design

Topology 

Design

Routing 

Design
Overview

Underlay 

Automation

Egress 

Design

All-VXLAN scenario VXLAN-VLAN hybrid scenario

Fabric Domain

(VXLAN)
CSS/iStack Link

OSPF Area 0

OSPF Area 1 OSPF Area 2

Core

Aggregation

Access

OSPF Area 0Core

Aggregation

Access

Three-layer networking:

ː All-VXLAN scenario: Aggregation and core switches are added to OSPF area 0, each aggregation switch and its downstream 

access switches form an independent OSPF area 

ˑ VXLAN-VLAN hybrid scenario: Aggregation and core switches are added to OSPF area 0.

Two-layer networking:

ÅAll-VXLAN scenario: Access and core switches are added to OSPF area 0.



Egress Design

Topology 

Design

Routing 

Design
Overview

Underlay 

Automation

Egress 

Design

Internet WAN

Egress zone

Internet WAN

Egress zone

Topology 1 Topology 2

Networking Model Selection

Link type of the egress:

ÅIf the egress link is of the Ethernet type, select Topology 2.

ÅIf the egress link is of the non-Ethernet type (such as CPOS), 

select Topology 1.

SD-WAN requirements:

ÅIf SD-WAN is required, select Topology 1.

ÅIf SD-WAN is not required, select Topology 2.

Price factor:

ÅIf the customer is sensitive to prices, select Topology 2.

ÅIf the customer is not sensitive to prices, select Topology 1.

Egress Route Design

ÅIf the egress and ISP have multiple links that provide 

differentiated routing services, select BGP.

ÅIn other cases, select static routes.
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Introduction to virtual networks

Overlay Network (Virtual Network)

Underlay Network (Physical Network)

Fabric

Border

Edge

Edge Access

Access

Virtual Network 1 Virtual Network 2 Virtual Network 3
On the fabric, multiple virtual networks can be

created based on service requirements to

implement service isolation.

VN 

Design

Policy 

Design
Background

VN Access 

Design



VXLAN concepts: VXLAN L2 gateway and L3 gateway

SW1

L2 GW

SW2

L2 GW

SW3

Host1

192.168.1.1/24

Host2

192.168.1.2/24

L2 Gateway

In a VXLAN network, a Layer 2 gateway is used to

connect tenants to a VXLAN virtual network, and can

also be used for intra-subnet communication on a

VXLAN virtual network.

SW1

L2 GW

SW2

L2 GW

SW3

L3 GW

Host1

192.168.1.1/24

Host2

192.168.1.2/24

L3 Gateway

A Layer 3 gateway is used for cross-subnet

communication from different VXLAN networks and

external network access on a VXLAN virtual network.

VN 

Design

Policy 

Design
Background

VN Access 

Design

VXLAN Tunnel



VXLAN gateway: Centralized gateway deployment

Border

Edge2

10.1.1.1/24 10.2.2.2/24 10.3.3.3/24

VXLAN

Layer3 GW

VXLAN

Layer2 GW Edge1

In centralized gateway mode, Layer 3 gateways

are deployed on one device. All cross-subnet

traffic is forwarded by the Layer 3 gateway to

implement centralized traffic management.

Advantages:

Manages cross-subnet traffic in a

centralized manner, simplifying gateway

deployment and management.

Disadvantages:

The forwarding path is not optimal.

ARP entry specification bottleneck: Because

the centralized Layer 3 gateway is used,

ARP entries of terminal tenants forwarded

through the Layer 3 gateway need to be

generated on the Layer 3 gateway.

VN 

Design

Policy 

Design
Background

VN Access 

Design



VXLAN gateway: Distributed gateway deployment

Border

Edge2
VXLAN

Layer2/3 GW Edge1

Each edge node can function as a VXLAN Layer

3 gateway. The Border node is unaware of the

VXLAN tunnel and functions as the forwarding

node of VXLAN packets.

Å An edge node can function as both a VXLAN

Layer 2 gateway and a VXLAN Layer 3

gateway at the same time.

Å The Edge node only needs to learn the ARP

entries of its connected server, and does not

need to learn the ARP entries of all servers,

like the centralized Layer 3 gateway.

VN 

Design

Policy 

Design
Background

VN Access 

Design

10.1.1.1/24 10.2.2.2/24 10.3.3.3/24



Design Procedure Overview

VN 

Design

Policy 

Design
Background

VN Access 

Design

Fabric network

Overlay Network (Virtual Network)

VN1: Office network VN2: R&D network VN3: Production network

VN design

Divide the physical network

into multiple VNs.

1

Policy design

Group users and define inter-

group permissions.

2

VN access design

Assign user groups and VNs

to terminal users.

3

VN1: Office network VN2: R&D network VN3: Production network

VIP Sales

GuestTech Server éé

Server Delivery

éééé

LAB Coding

VN1: Office network VN2: R&D network VN3: Production network

5W1H5W1H

5W1H



Virtual Network (VN) design principle

VN 

Design

Policy 

Design
Background

VN Access 

Design

Overlay Network (Virtual Network)

Underlay Network (Physical Network)

Fabric

Virtual Network 1 Virtual Network 2 Virtual Network 3

Fabric 

Network

External Gateway DHCP Server Server

Wired access port Wireless access port

VRF+VNI VRF+VNI VRF+VNI

1. Network service abstraction

AC 3.0 implements physical network resource pooling

through orchestration and abstracts the network as Fabric

as a Service (FaaS).

A VN is an instance of the FaaS and includes:

ÅExternal GW: Provides the capability of connecting the

VN to the Internet or server.

ÅNetwork resources: The IP/VLAN segment is the

capability provided by the VN for clients to use network

resources.

ÅAccess point: Terminals access the VN through the

access point.

2. Network service orchestration

ÅDelivers the mapping between VLANs and VNIs.

ÅDelivers the IP address segment corresponding to BDIF.

ÅDelivers the binding relationship between VRFs to BDIF.

Deploy VN

Configuration 

delivery

External GW

IP / VLAN 

Segment

Access point

VN



Design the boundary of the VN

VN 

Design

Policy 

Design
Background

VN Access 

Design

CSS/iStack Link

Vertical distribution Horizontal distribution Mixed distribution

VN1 VN2

VN1

VN2 VN2

VN3 VN4

VN1

ÅApplicable scenario: Terminal user is

statically assigned to the VN. The

current network does not support

dynamic authorization of user VLANs.

ÅApplicable scenario: The user

dynamically enters the VN. This

scenario is used when the current

network supports dynamic

authorization of user VLANs.

ÅApplicable scenario: The user enters

the VN and the dynamic VN

simultaneously. This scenario is used

during the migration.



Design of VN Access to an External Network

VN 

Design

Policy 

Design
Background

VN Access 

Design

Layer 3 Sharing Mode Exclusive Egress Mode Layer 2 Sharing Mode

Application scenarios:

¸ Multiple VNs need to access the 

Internet/DC.

¸ Multiple VNs use the same security 

policies.

Application scenarios:

¸ Multiple VNs need to access the 

Internet/DC.

¸ Each VN uses customized security 

policies.

Application scenarios:

¸ The border node does not function 

as a user gateway.

¸ Not recommended.

VRF

VRF

VRF

External

Share VRF

Green VRF Red VRF

VRF

External

Green VRF

Border Border

External

Edge1

Border Share Port

Edge2



Inter-VN Communication Design

VN 

Design

Policy 

Design
Background

VN Access 

Design

Communication on the Border Node Communication on the External Gateway

Border

Host1

10.1.1.1/24

Host2

10.2.2.2/24

VTEP1

1.1.1.1

VTEP2

2.2.2.2

vBDIF 10.1.1.254 vBDIF 10.2.2.254

Communication on the border node: 

Applies to the scenario where application-level policy control 

is not required for inter-VN communication.

Communication on the external gateway: 

Applies to the scenario where application-level policy control 

is required for inter-VN communication.

VRF1 and VRF2 on the border

node import routes from each

other for communication.

Border

Host1

10.1.1.1/24

Host2

10.2.2.2/24

VTEP1

1.1.1.1

VTEP2

2.2.2.2

vBDIF 10.1.1.254 vBDIF 10.2.2.254

VRF1 (L3 VNI 1000) VRF2 (L3 VNI 1001) VRF1 (L3 VNI 1000) VRF2 (L3 VNI 1001)



Policy Design: Free Mobility 
Implements Decoupling of User Policies from IP Addresses

VN 

Design

Policy 

Design
Background

VN Access 

Design

Create user account and group Policy design and implementation Free Mobility 1

Type Group ID

Dynamic Group1 1

Dynamic Group2 2

Static Server 3

Username Pwd

User1 ***

User2 ***

Create user account:

User1

User2

Static mapping 10.1.1.1

Create security group and map user into group:

10.1.1.1 10.1.1.1

Security Group

Policy (Privilege)

Group ID Address

Group1 1 Dynamic

Group2 2 Dynamic

Printer 3 10.1.1.1/32

Src group Dst group action

Group1 Group2 Deny

Group1 Server Permit

Group2 Server Permit

Data flow Pri BW

Group1 -> Server 11 100Mbps

Policy (QoS)

User1 1.1.1.1 User2 2.2.2.2

2 3

Online users

MAC IP Group

MAC-x 1.1.1.1 Group1

MAC-y 2.2.2.2 Group2

Policies (UCL)

◊ ￼ Ӑט

Group1 Group2 Deny

Group1 Server Permit

Group2 Server Permit

Authentication Point Policy enforcement point

Define security 

group policies 

and deliver them 

on the entire 

network. 1. Authenticate user1 and user2.

2. Map the user to a security group based on 5W1H 

conditions and deliver the mapping to the 

authentication device.

3. Perform policy control and enforcement: 

Permission/Bandwidth/Priority/Application/Security
5W1H



Policy Design: Free Mobility 
Allows Different Security Group Policies in the Same VN 

ÅBasic security policies: Permit/deny rules in ACLs between security groups.

ÅAdvanced security policies: Permit/deny rules, QoS, IPS, AV, and URL between security groups.

Key 

concepts

Edge1

BorderFirewall

Edge2

VRF1 VRF2 VRF3

L2

L3

VN 

Design

Policy 

Design
Background

VN Access 

Design

¸ Basic security policies on the same edge node:
ü Edge node:policy enforcement point, and ARP proxy is configured.
ü Access device: use port isolation to divert traffic to the edge node.

¸ Basic security policies on different edge nodes:
ü Edge nodes are policy enforcement point. The security group information 

corresponding to the source IP address of the packet is carried in the VXLAN 

packet header and then sent to the peer edge node. 
ü The peer edge node obtains the security group information corresponding to 

the destination IP address based on the authentication result and executes 

inter-group policies.

Basic security policies delivered to the edge node

Policy enforcement point

¸ Basic communication policies between different security groups on the 

same edge node:
ü The firewall functions as the policy enforcement point. In this case, technical 

means are required to divert traffic to the firewall.
ü IP-group synchronization: The firewall needs to obtain the IP-group 

information corresponding to the mutual access traffic.
¸ Basic communication policies between different security groups on 

different edge nodes:
ü The firewall functions as the policy enforcement point. In this case, technical 

are required to divert traffic to the firewall.
ü IP-group synchronization: The firewall needs to obtain the IP-group 

information corresponding to the mutual access traffic.

VXLAN packets with 

source security group

Edge1

Border
Firewall

Edge2
L2

L3

Advanced security policies delivered to the firewall connected in bypass mode



Policy Design: Free Mobility 
Allows Different Security Group Policies in Different VNs

ÅThe basic security policies of user groups between VNs are delivered to the edge node. 

Å The advanced security policies are delivered to the firewall.

Key 

concepts

Edge1

BorderFirewall

Edge2

VRF1 VRF2 VRF3

L2

L3

¸ Route interworking point between VNs: Core switch (border node)

¸ Basic security policies on the same edge node:

ü The edge node functions as the policy enforcement point.

¸ Basic security policies on different edge nodes:

ü The edge node functions as the policy enforcement point. The security group 

infor corresponding to the source IP address of the packet is carried in the 

VXLAN packet header and then sent to the peer edge node. The peer edge 

node obtains the security group information corresponding to the destination 

IP address based on the authentication result and executes inter-group 

policies.

Basic security policies delivered to the edge node

¸ Route interworking point between VNs: Firewall

¸ Advanced security policies on the same edge node:

ü The firewall functions as the policy enforcement point. The firewall queries 

the IP-group information on the controller and performs policies.

¸ Advanced security policies on different edge nodes:

ü The firewall functions as the policy enforcement point. The firewall queries 

the IP-group information on the controller and performs policies.

Edge1

Border
Firewall

Edge2
L2

L3

Advanced security policies delivered to the firewall connected in bypass mode

VN 

Design

Policy 

Design
Background

VN Access 

Design

Policy enforcement point



Scenarios requiring only basic security policies Scenarios requiring advanced security policies

IP-Group Synchronization

VN 

Design

Policy 

Design
Background

VN Access 

Design

Edge1 Edge2
L2

L3

Edge1 Edge2
L2

L3

VRF1 VRF2 VRF3

Edge devices use VXLAN packets to carry IP-group 

infor for synchronization.

NCE-Campus must be deployed. Firewall queries and 

synchronizes the IP-group infor from AC1.0.

Policy enforcement point

NCE-Campus
Policy mgt service

Authentication service

X
M

P
PInsert source 

security group 
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Access Authentication Modes

VN 
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Comparison Item 802.1X Portal MAC

Whether a client is 

required
Y N N

Advantages High security High security; no client required No client required

Disadvantages
Client required; not suitable 

for dumb terminals
Not suitable for dumb terminals Difficult to manage; poor security

Application 

scenarios

Scenarios where users are 

centralized and information 

security requirements are 

strict

Wireless scenarios where users 

are distributed separately

Scenarios where dumb terminals, 

such as IP phones, printers, and fax 

machines, need to be authenticated

Design precautions: The authentication modes take effect based on ports (all VNs of ports).



Additional materials

Å Enterprise Network Design Zone
https://e.huawei.com/en/solutions/business-needs/enterprise-

network/modules/network-designcenter

Å Resource Center
https://e.huawei.com/en/material/MaterialSearch?keyword=Solution%20De

sign%20Guide

Å Product Documentation
https://support.huawei.com/enterprise/en/doc/EDOC1100155437?idPath=2

4030814%7C21782164%7C22712781%7C22611515


